
Analyzing the Effects of Annotator Gender Across NLP Tasks

Laura Biester,1 Vanita Sharma,1 Ashkan Kazemi,1
Naihao Deng,1 Steven Wilson,2 Rada Mihalcea1

1Computer Science & Engineering, University of Michigan, USA
2Computer Science & Engineering, Oakland University, USA

{lbiester,svanita,ashkank,dnaihao}@umich.edu, stevenwilson@oakland.edu, mihalcea@umich.edu

Abstract
Recent studies have shown that for subjective annotation tasks, the demographics, lived experiences, and identity of annotators
can have a large impact on how items are labeled. We expand on this work, hypothesizing that gender may correlate with
differences in annotations for a number of NLP benchmarks, including those that are fairly subjective (e.g., affect in text) and
those that are typically considered to be objective (e.g., natural language inference). We develop a robust framework to test
for differences in annotation across genders for four benchmark datasets. While our results largely show a lack of statistically
significant differences in annotation by males and females for these tasks, the framework can be used to analyze differences
in annotation between various other demographic groups in future work. Finally, we note that most datasets are collected
without annotator demographics and released only in aggregate form; we call on the community to consider annotator demo-
graphics as data is collected, and to release dis-aggregated data to allow for further work analyzing variability among annotators.
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1. Introduction
Natural Language Processing (NLP) has seen a surge
in the number of tasks as well as datasets during the
last decade (Storks et al., 2019; Li et al., 2022; Nel-
son et al., 2022). With the success and requirements
of deep learning techniques, large scale datasets have
been proposed for various NLP tasks (Bojar et al.,
2014; Yang et al., 2015; Zhang et al., 2015; Hendrycks
et al., 2021). The mainstream formulation of super-
vised learning tasks across a range of areas trends to-
wards preserving a single ground truth label for each
example. However, such a setting ignores the possibil-
ity that different annotators may annotate the same ex-
ample differently (Al Kuwatly et al., 2020). According
to Basile et al. (2021), such disagreements between an-
notators are widespread. Moreover, Geva et al. (2019)
showed that the annotator disagreement might signif-
icantly affect the performance of a model, indicating
that our community may benefit from paying closer at-
tention to annotator disagreement (Davani et al., 2022).
Instead of focusing on high agreement scores for sub-
jective datasets, we can be more cognisant of disagree-
ments and build systems that are accommodating of
different perspectives and needs, leading to novel in-
sights and reducing harm (Uma et al., 2021; Davani et
al., 2022).
In this work, we study how annotator demographics
might relate to disagreements across four NLP tasks.
Some examples of anecdotal differences in annotation
in the datasets we study are shown in Figure 1. We in-
clude tasks that are commonly considered to be highly
subjective (e.g., affect in text) and tasks that are consid-
ered more objective (e.g., natural language inference).
In particular, we are interested in determining whether
there are systematic, statistically significant differences
in annotation that can be attributed to the gender of the
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Figure 1: Examples of annotation difference between
female annotators (left, purple) and male annotators
(right, green).

annotators.
First, taking a holistic view of the datasets, we develop
a method to test if the overall distributions of annota-
tions differ between male and female annotators. We
visualize how the distribution of scores given by male
and female annotators differs; for all four tasks (and
a number of subtasks), the visualizations appeared to
show some differences in the distribution of annota-
tions by male and female annotators. However, after
performing permutation testing, we find that for most
tasks, we can not reject the null hypothesis that the ob-
served differences could be due to random noise. For
one task, sentiment analysis, we found that the male an-
notators gave more intermediary labels (e.g., somewhat
positive/somewhat negative) than female annotators.
Next, we expand on an existing method (Prabhakaran
et al., 2021) to study the extent to which male and fe-
male annotators agree with aggregate labels. In partic-



Dataset # Male # Female # Datapoints Mean Annotations Annotation Ratings per
Annotators Annotators per Datapoint Type Datapoint

Affective Text 3 3 1000 6.00 Interval 7; anger, disgust, fear, joy,
sadness, surprise, valence

Word Similarity 196 157 498 38.74 Ordinal 2; similarity, relatedness
Sentiment Analysis 736 744 14071 4.21 Ordinal 1
Natural Language Inference 282 211 1200 9.26 Ordinal 1

Table 1: List of linguistic tasks included in this study.

ular, we ask: (1) Is there a difference in the extent to
which males and females agree with aggregate labels
across the full dataset? and (2) Do female annotators
have a higher agreement score with the aggregate of
female annotators than with the aggregate of male an-
notators (and vice-versa for male annotators). For all
pairs of agreement distributions that we study, we find
no statistically significant difference.
While the results largely reveal no systematic differ-
ence in annotation that can be attributed to the gender
of annotators and should thus be considered a negative
result, our work contributes a robust framework with
which to study differences in annotation between two
or more groups from multiple angles. The framework
is developed for two demographic categories and ei-
ther ordinal or interval data, but could easily be applied
to categorical or binary labels in a one-vs-all setup to
work with multiple groups. We hope that this work can
instigate further work on demographic differences in
annotation, as our negative result cannot be generalized
to all NLP tasks and datasets, nor can it be generalized
to all demographic groups.

2. Related Work
Annotator Disagreement. As pointed out by Basile
et al. (2021), annotator disagreement is ubiquitous, es-
pecially in the AI field (Smyth et al., 1994; Poesio and
Artstein, 2005; Aroyo and Welty, 2015). People have
long proposed that instead of ignoring such a disagree-
ment and having a single groundtruth, we need to pre-
serve annotations from different annotators (Poesio and
Artstein, 2005; Recasens et al., 2012).

Reasons for Disagreement. Prior work has detected
differences in data annotation with respect to gen-
der in hate speech detection (Gold and Zesch, 2018),
POS tagging and dependency parsing (Garimella et al.,
2019). This work is often inspired by findings in lin-
guistics, e.g., gender differences in the use of finite ad-
verbial clauses (Mondorf, 2002). Beyond differences
related to gender, researchers have studied difference
in data annotation with respect to individual annota-
tors (annotator bias) (Ross et al., 2010; Otterbacher,
2018; Larimore et al., 2021) and annotator disagree-
ments (Pavlick and Kwiatkowski, 2019). Furthermore,
Geva et al. (2019) reveals that annotators’ individual
differences affect model performance on natural lan-
guage understanding tasks, which can lead to prob-
lems in model generalization to new users. Most prior

work focuses on a single task or a single benchmark
to study the data disagreement (bias) introduced by de-
mographic features. In contrast, our paper considers
four different NLP datasets, giving a more comprehen-
sive analysis of potential differences across groups of
annotators in a range of NLP tasks.

Disagreement Measurement. In order to system-
atically investigate the bias or disagreements, Geva
et al. (2019; Garimella et al. (2019; Wich et al.
(2020; Al Kuwatly et al. (2020) trained classifiers on
subset of annotators, and use performance difference to
demonstrate the existence of bias. Additionally, Wich
et al. (2020) used an unsupervised graph method to
group annotators and studied the difference between
the groups. To measure the agreement between sub-
groups of annotators, Larimore et al. (2021) used Krip-
pendorf’s alpha score (Krippendorff, 2011), Gold and
Zesch (2018) used Best-Worst-Scaling by Louviere et
al. (2015), and Wich et al. (2020) reported Cohen’s
kappa (Cohen, 1960) and Krippendorf’s alpha score.

3. Data
We study four NLP tasks using datasets that share the
following properties: individual annotations are made
available along with gender labels for those individu-
als, and items in the dataset have multiple annotations.
We include datasets with interval and ordinal ratings; a
summary of our datasets is presented in Table 1.
In the early stages of this study, we surveyed a num-
ber of language resource papers describing benchmark
datasets to see if they mentioned the demographics of
their annotators. To a large extent, we found that they
did not; a few authors explicitly stated that no demo-
graphic information was collected, while one author
stated that they included exclusively annotators located
in the United States and Canada, likely to restrict the
varieties of English represented by the annotators (Ra-
jpurkar et al., 2016). With respect to user privacy, it is
responsible practice not to collect more user-level in-
formation than is needed for data processing, and so
it is reasonable that many previous studies chose not
to store attributes of annotators like gender. However,
not collecting these attributes also precludes the possi-
bility of studying whether certain groups are under or
over-represented in the dataset, and what effects repre-
sentation may have on models.
We then emailed authors of twenty-three papers that
did not explicitly state that they did not collect annota-



tor metadata, and we received responses from sixteen
authors. Most authors stated that they did not collect
or consider collecting annotator demographics along-
side their annotations. It is therefore worth noting that
the tasks we chose to study were largely chosen due to
feasibility (access to data) rather than due to our intu-
itions about the tasks themselves. However, there are
some inherent reasons why these tasks are interesting
to study. First, affect and sentiment are subjective, but
perhaps less clearly linked to identity than hate speech
detection, a task for which annotator identity has been
shown to correlate with differences in annotation (Gold
and Zesch, 2018). Moreover, while it is typically con-
sidered to be more objective, systematic disagreement
has also been found in natural language inference an-
notation (Pavlick and Kwiatkowski, 2019).
A limitation of the data we use is that there is little rep-
resentation of people who do not fit in the gender bi-
nary; accordingly, we only study differences between
male and female annotators in this work. We hope
that larger datasets that indicate annotator characteris-
tics will allow for studying gender differences in anno-
tation beyond the gender binary in the future.
Detailed descriptions of each task follow.

Affective Text
The affective text dataset is from the SemEval-2017
Task 14 (Strapparava and Mihalcea, 2007). In particu-
lar, we use the test dataset, which consists of one thou-
sand headlines, each annotated by six annotators. The
original authors provided the gender of the annotators,
three of whom were male and three of whom were fe-
male. We note that unlike our other datasets, gender
was not self-reported by the annotators; rather, it was
ascribed by the dataset collector, who was acquainted
with the annotators. We are releasing the individual an-
notations for the SemEval-2007 Task 14 in conjunction
with this paper, along with the gender of each annota-
tor.1

The text is annotated for six emotions: anger, disgust,
fear, joy, sadness, and surprise. The scale used for rat-
ing is 0 (the emotion is absent from the headline) to
100 (“maximum emotional load”). Additionally, each
headline is annotated for valence on a -100 (highly neg-
ative) to 100 (highly positive) scale; 0 is neutral.

Word Similarity
The word similarity dataset was collected using Ama-
zon Mechanical Turk. The annotators self-report a
number of their demographic characteristics, including
gender, which was reported in a dropdown listing Male,
Female, and Other.
The annotators were given pairs of words, and asked to
rate them on two five-point Likert scales. In the similar-
ity task, they were asked how similar words were, on a
scale from “completely different” to “very similar”. In

1https://github.com/MichiganNLP/Affec
tive-Text-Individual-Annotations

the relatedness task, they were asked how related words
were, on a scale from “unrelated” to “very related”. A
number of examples were given to guide annotators:
Similar words: alligator/crocodile, love/affection
Related words: car/tire, car/crash
Annotations where the annotator incorrectly answered
a qualification question were excluded. Approximately
25% of the annotated word pairs were drawn directly
from SimLex-999 (Hill et al., 2015); the remaining
pairs were inspired by Garimella et al. (2017). Specif-
ically, they were balanced such that approximately 1/4
of the remaining pairs represented common word asso-
ciations for four demographic groups: males, females,
people located in the United States, and people located
in India. This sampling strategy suggests that gender
differences in the annotations are more likely than they
would be in word pairs selected without considering
gender.

Sentiment Analysis
We use a sentiment analysis dataset created with the
intention of measuring age-related bias in sentiment
analysis (Diaz et al., 2018). The training data text is
sourced from samples in the Sentiment140 dataset (Go
et al., 2009) containing the strings “young” and “old”;
the test data text is scraped from blog posts that discuss
aging. In collecting this data, the authors also collected
a number of the annotator’s self-reported demographic
attributes, including but not limited to gender, age, and
race. Genders reported in the dataset included Male,
Female, and Nonbinary (one annotator). More than
1400 annotators rate sentiment on a five-point Likert
scale (very negative, negative, neutral, positive, very
positive). There are on average 4.21 annotations per
datapoint, but we note that not all datapoints have a va-
riety in annotator gender. The dataset is publicly avail-
able (Diaz, 2020).

Natural Language Inference
The natural language inference (NLI) dataset we use is
CommitmentBank (De Marneffe et al., 2019). The an-
notators for the dataset were asked to determine the ex-
tent of speaker commitment to complements of clause-
embedding predicates under an entailment canceling
operator (e.g. question, negation, and so on). The au-
thors provided us with the annotator gender and age,
which were collected during the original annotation as
part of the survey given to annotators. Gender was re-
ported as free-text; we mapped MALE and MALE+ to
the male category and FEMALE, WOMAN, FEMAL,
and FEMALLE to the female category. We removed
one annotator who reported different demographics in
different Amazon Mechanical Turk tasks, and a small
number of annotators whose reported gender did not
fall into the male/female binary due to lack of data.
Each datapoint is ranked on a seven-point Likert scale
(-3: the annotator believes that the author of the text is
certain that the prompt is false, 0: annotator believes
that the author of the text is not certain whether the

https://github.com/MichiganNLP/Affective-Text-Individual-Annotations
https://github.com/MichiganNLP/Affective-Text-Individual-Annotations


prompt is true or false, 3: the annotator believes that
the author of the text is certain that the prompt is true).
For the NLI task, items were labeled based on whether
at least 80% of annotations were within three ranges:
[1, 3] (entailment), [0] (neutral) or [−3,−1] (contradic-
tion) (Jiang and de Marneffe, 2019). We use the origi-
nal ratings in the range [−3, 3] in our analysis.

4. Methodology
We use two methods to robustly measure whether there
are underlying differences in how male and female an-
notators annotate each of our four datasets. The first
method, described in Section 4.1, directly measures the
differences in overall scores given by male and female
annotators. This type of analysis is likely to capture
shifts in the distribution of scores given by different sets
of annotators – for instance, it would capture if male
annotators are more likely to label positive sentiments
than female annotators. Even a simple linear shift in
the distribution of annotations could affect models, es-
pecially if ordinal labels are converted to binary, which
is a common experimental setting, e.g., in sentiment
analysis (Socher et al., 2013). The second method,
described in Section 4.2, takes into account aggregate
scores to determine to what extent male and female an-
notators differ from various aggregates. If significant
differences were found, this type of analysis would sig-
nal the need for multi-perspective modelling.

4.1. Distribution Analysis
We split annotations into those provided by male and
female annotators, then visualize the scores given by
those annotators; for the affective text dataset, we use a
kernel density estimation plot because the annotations
are on an interval. For ordinal data, we use a barplot.
A key advantage of this type of analysis is that it pro-
duces clearly interpretable results; the plots allow us to
directly see how the male and female annotators differ.
To ensure the significance of our findings, we employ
permutation tests; our null hypothesis is that gender
does not affect the distributions of annotations. We de-
fine two test statistics, which we will refer to as tobs.
For interval data, we begin by computing the cumu-
lative sum of % of annotations for each gender with
each possible rating from min (the minimum score in
the range) to max (the maximum score in the range),
which represents the empirical distribution function.
Our test statistic is the area between the curves of the
two empirical distribution functions. With cumulative
sum vectors M and F , this area can be computed as
tobs =

∑max
i=min |Mi − Fi|.

For ordinal data, we formulate our alternative hypoth-
esis for each task by observation of how the two groups
differ in the bar charts. We compute the difference
in percentage of annotations with scores that meet the
conditions of the alternative hypothesis. Specifically,
given the total number of annotations and choices given
to the annotators within the relevant conditionC for the

task, we compute tobs =
∑

c∈C |P (c|f) − P (c|m)|,
which represents the extent to which the distributions
across labels differ for the two annotator groups.
We then randomly assign annotators to groups a (size
= # of male annotators) and b (size = # of female an-
notators) and recompute the test statistic 10,000 times2

with those groups instead of m (all male annotators)
and f (all female annotators), creating an array of test
statistics Tperm. Finally, we compute our p-value as
the percentage of values in Tperm that are greater than
tobs (e.g., have a larger difference in the distribution).

4.2. Agreement Analysis
We expand upon the methodology from (Prabhakaran
et al., 2021). They compute agreement using Cohen’s
kappa between each in-demographic annotator and the
majority vote of the overall annotator pool. We use
the same sentiment analysis dataset they study, but do
not condense the labels to a binary scale. This means
that we change our agreement metric to Krippendorff’s
alpha, due to its ability to compute agreement of or-
dinal and interval data between any number of anno-
tators. We then compute the agreement of each in-
demographic annotator with the aggregate of the over-
all annotator pool (labeled F-ALL, M-ALL). We also
add two other measurements: the agreement of each in-
demographic annotator and other in-demographic an-
notators (labeled F-ALLF, M-ALLM) and the agree-
ment of each in-demographic annotator with all out-of-
demographic annotators (labeled F-ALLM, M-ALLF).
In all computations, the in-demographic annotator who
is being compared to the aggregate is excluded from
the aggregation.
We aggregate labels using the mean for interval data
and a median for ordinal data; if the median is not an
integer, we take the mean of two agreement scores for
each annotator: one with the ceiling of the medians and
one with the floor. The algorithm is formalized in Al-
gorithm 1.
To measure the significance of our results, we per-
formed t-tests for three metrics of interest across all of
our datasets:
F-ALL vs. M-ALL This two-sided t-test determines

if there is a statistical difference between the ex-
tent to which male and female annotators agree
with the aggregate of all annotators. A difference
here would show that the aggregate is more repre-
sentative of one gender.

F-ALLF vs. F-ALLM This one-sided t-test deter-
mines if female annotators agree with other fe-
male annotators more than they agree with male
annotators.

M-ALLM vs. M-ALLF This one-sided t-test deter-
mines if male annotators agree with other male
annotators more than they agree with female an-
notators.

2Or fewer, if every possible permutation is covered with
fewer tests



Algorithm 1 Agreement Comparison Algorithm
The algorithm takes as input A, a matrix of annotations
where annotators are rows and datapoints are columns,
G, a list of genders of annotators in A, and i, an indi-
vidual annotator index.
Our aggregation function, agg, is median for inter-
val data and mean for interval data. We use the
krippendorff function for agreement.
kripALL is used for F-ALL and M-ALL, kripEQ is
used for F-ALLF, M-ALLM, kripOTH is used for F-
ALLM, M-ALLF. The scores for each annotator i are
used in the visualization.

1: procedure FILTER(A,G, i, all, eq)
2: AG ← []
3: for k ← 1, |A| do
4: . exclude target annotator from aggregate
5: if i != k then
6: if all then
7: Append Ak to AG

8: else if eq && Gi == Gk then
9: Append Ak to AG

10: else if !eq && Gi != Gk then
11: Append Ak to AG

12: end if
13: end if
14: end for
15: .Return other annotators depending on all/eq
16: return AG

17: end procedure
18:
19: procedure ANN AGREEMENT(A,G, i)
20: . aggregate and filter set of annotators
21: aggALL ← agg(FILTER(A,G, i, true, true))
22: aggEQ ← agg(FILTER(A,G, i, false, true))
23: aggOTH ← agg(FILTER(A,G, i, false, false))
24:
25: . find agreements with krippendorff’s alpha
26: kripALL = krippendorff(Ai, aggALL)
27: kripEQ = krippendorff(Ai, aggEQ)
28: kripOTH = krippendorff(Ai, aggOTH )
29:
30: return kripALL, kripEQ, kripOTH

31: end procedure

For both types of analysis, we use the Benjamini-
Hochberg (Benjamini and Hochberg, 1995) False Dis-
covery Rate correction to account for performing mul-
tiple statistical tests.3

5. Results
5.1. Distribution Analysis
Our plots of the affective text distributions (Figure 2)
revealed an interesting pattern: the male annotators
more commonly gave a rating close to zero, indicating
the text was absent of an emotion. A similar pattern

3α = 0.05.

is observed for the valence task, for which annotations
ranged from -100 to 100; the male annotators more fre-
quently used 0, which was the “neutral” label.
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Figure 2: Kernel density estimation plots of affective
text annotations.
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Figure 3: Bar plots of word similarity, sentiment anal-
ysis, and NLI annotations.

The plots for word similarity (Figure 3) do not reveal
such stark differences; however, we do see that male
annotators appear to generally give higher scores, while
female annotators more commonly chose -2; while the
differences are not as clear, a similar pattern can be
observed for word relatedness and NLI. On the sen-
timent analysis dataset, female annotators appear to
more commonly give scores neutral, very positive, or
very negative ratings, while male annotators give more
intermediary ratings of somewhat positive/somewhat
negative.
These observations form the basis for the metrics used
in our permutation tests. For the word similarity task,
we compute the difference in percentage of scores
greater than or equal to 0. For NLI, we compute the
difference in percentage of scores greater than or equal
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Figure 4: Boxplots representing the results of our agreement analysis.

to 1. For the sentiment task, we compute the difference
in percentage of scores of 1 or 3.
The permutation tests (Table 2) reveal a significant dif-
ference (p < 0.05) in sentiment analysis annotations.
While the plots appear to reveal consistent differences
in affective text annotations, the permutation tests show
that this result may be attributed to only one or two
annotators with extreme behavior, and looks meaning-
ful due to the small number of annotators overall. The
word similarity and NLI tasks also did not produce sig-
nificant results; however, the p-value for word similar-
ity was very close to our significance level, indicat-
ing that studying gender differences in annotation of
other similar datasets with different word pairs may be
worthwhile in future work.

5.2. Agreement Analysis
The plots representing distributions of agreements be-
tween different genders and aggregations are presented
in Figure 4. Among the four ordinal tasks, we find that
male and female annotators tend to have similar levels
of agreement with the aggregate scores of all other an-
notators, as was observed by (Prabhakaran et al., 2021)

Task p-value

Word Similarity (Similarity) 0.0528
Word Similarity (Relatedness) 0.7910
Sentiment Analysis 0.0209
Natural Language Inference 0.7592
Affective Text (Anger) 0.5500
Affective Text (Disgust) 0.3143
Affective Text (Fear) 0.3143
Affective Text (Joy) 0.2750
Affective Text (Sadness) 0.3143
Affective Text (Surprise) 0.6111
Affective Text (Valence) 0.2750

Table 2: Results of permutation tests. Results signifi-
cant at the level α = 0.05 are demarcated in bold. The
false discovery rate correction is performed for results
across the table.

on the sentiment dataset. Furthermore, we find that for
both genders, the agreement with the overall aggregate
(F-ALL, M-ALL) tends to exceed the agreement for the
in-demographic aggregate (F-ALLM, M-ALLF). This



F-ALL vs. M-ALL F-ALLF vs. F-ALLM M-ALLM vs. M-ALLF
tval pval tval pval tval pval

Word Similarity (Similarity) 3.08 0.07 -0.56 0.81 0.96 0.77
Word Similarity (Relatedness) -0.44 0.81 -0.32 0.81 -0.40 0.81
Sentiment Analysis -0.11 0.94 0.78 0.77 0.09 0.77
Natural Language Inference 1.10 0.77 -1.83 0.97 1.15 0.77
Affective Text (Anger) -0.29 0.83 0.11 0.77 -0.52 0.81
Affective Text (Disgust) -1.11 0.77 0.19 0.77 1.17 0.77
Affective Text (Fear) -0.81 0.77 0.06 0.77 1.21 0.77
Affective Text (Joy) 0.91 0.77 2.92 0.36 0.30 0.77
Affective Text (Sadness) -0.54 0.81 0.02 0.77 0.41 0.77
Affective Text (Surprise) -0.62 0.81 -0.72 0.82 0.34 0.77
Affective Text (Valence) -0.59 0.81 1.06 0.77 0.08 0.77

Table 3: Results of t-tests. No results are significant at the level α = 0.05 after the false discovery rate correction
was performed for results across the table.

suggests that the statistical effects of having more an-
notations in the aggregate has a larger effect on agree-
ment than the demographics of the annotators who are
included in that aggregate.
The results are mixed for the affective text tasks. This
could be in part due to the small number of annotators,
but there are a few notable results. We see that for one
emotion (joy), female agreement with other females
has very little variance, and is much higher than female
agreement with other males. However, after controlling
for multiple comparisons, this result is not statistically
significant. Furthermore, the results differ across the
six emotions and valence; we see that for some, there
appears to be more agreement between people of the
same gender, or between females with the overall ag-
gregate than males. It would be interesting to do these
comparisons on a larger dataset with more annotators
to determine whether or not there is a difference in how
people of different genders annotate each of these emo-
tions, a hypothesis that was supported by some individ-
ual examples in the dataset (see Figure 1).
T-tests detailed in Table 3 reveal that there were no sta-
tistically significant differences in the pairs of distribu-
tions that we compared (see Section 4.2).

6. Discussion
Our results indicate that there is no strong evidence
that there are statistical differences between how male
and female annotators annotate the four tasks that we
studied. The only statistically significant difference we
found was for the sentiment analysis dataset; male an-
notators gave more “intermediary” scores of 1 (some-
what negative) and 3 (somewhat positive) than females
when annotating this task. We had initially hypoth-
esized that demographic characteristics of annotators
(including gender) may affect annotations and there-
fore the models trained on various NLP datasets. We
were particularly surprised to not find differences in
the word similarity dataset, which intentionally in-
cluded word pairs that represented differing word as-

sociations of demographic groups. These differences
in word associations were revealed by Garimella et al.
(2017), and differences in word associations based on
age have also been observed by psychologists (Tresselt
and Mayzner, 1964).
This result conflicts with some previous studies, which
found a difference in annotations (Al Kuwatly et al.,
2020; Larimore et al., 2021; Shen and Rose, 2021; Ex-
cell and Al Moubayed, 2021) based on annotator demo-
graphics and identities. While our results differ from
prior work, it is worth nothing that much of this work
focuses on annotation tasks that are more directly re-
lated to the identities that were proven to correspond
with differing annotations. These works frequently fo-
cus on racism, hate speech, and toxicity, which are
often targeted at people with certain identities. Hate
speech in particular is commonly defined as offensive
or degrading language towards a person based on a spe-
cific group identify, such as race, ethnicity, gender, or
sexual orientation (Parekh, 2006), increasing the like-
lihood that it will perceived differently by people de-
pending on whether or not they are part of the targeted
group(s). The same is true for the labeling of text as
corresponding to political ideologies, where the ideolo-
gies of the annotators differ (Shen and Rose, 2021).
It is worthwhile to continue studying this problem, as
this paper only shows that there are not differences in
annotation that can be attributed to one demographic
attribute (gender) across four datasets. We have not
proven that there is no difference across the space of
all NLP datasets, and we have not proven that there is
no difference for other demographic attributes like race
or nationality.
A major contribution of our work, therefore, is robust
methodology that can expose statistical differences in
annotation across groups. By performing permutation
tests, we are able to compare the differences we see be-
tween male and female annotators to differences that
might appear by chance in our annotation pool. Un-
like prior work (Prabhakaran et al., 2021), we take this



a step further, formalizing metrics for comparing if an-
notators agree with the set of annotators who share their
gender to a larger extent than they agree with annota-
tors who have a different gender. While these methods
are used with interval and ordinal data in our work, they
could easily be adapted to use with binary or categori-
cal data.
These methods provide multiple ways in which re-
searchers could study whether annotator demographics
result in differences in annotation, and we hope that
they will be adopted in future work. In order to ease
adoption of our methods, our code is publicly avail-
able.4 To aid this important work, we would recom-
mend that dataset curators consider collecting annota-
tor characteristics and releasing dis-aggregated datasets
to the extent possible while preserving the privacy of
annotators.

7. Limitations and Future Work
The scope of our study is limited to investigating
the effects of annotator gender on NLP benchmark
datasets. In collecting data for this project, we learned
that nearly all widely used NLP benchmarks have not
recorded annotator characteristics their construction
process. With the scarcity of annotator demographics
associated with NLP benchmarks, several challenges
arise. First in such data scarcity, studying annotation
differences among non-binary crowdworkers is a chal-
lenging but important area of future work. Second,
our results do not reveal statistically meaningful dis-
crepancies in data annotation among different genders,
but we remain cautious of over-generalization as study-
ing gender effects among a handful of annotators and
datasets poses challenges to drawing broader conclu-
sions. Third, while it is helpful to include annotator
characteristics in constructing new NLP benchmarks,
crowdworker privacy should also be considered. We
identify privacy preserving approaches for collection
and distribution of annotator demographic data as an
important area for future work. Additionally, inclusive
practices should be followed when asking crowdwork-
ers to identify their gender (Spiel et al., 2019; Larson,
2017).
The evaluation framework used in this study only con-
siders the discrepancies correlated with a single anno-
tator characteristic. We consider generalized additive
models (GAMs) with pairwise interactions (Lou et al.,
2013) as a potential avenue for modeling intersection-
ality of annotator demographics (e.g. gender, race, so-
cioeconomic background) in future work. While lan-
guage generation tasks are an exciting area in NLP,
grounded observations about the discrepancies caused
by crowdworker gender are difficult to make, as our
methodology is mainly applicable to interval, ordinal
and categorical benchmarks.

4https://github.com/MichiganNLP/Analy
zing-the-Effects-of-Annotator-Gender-Acr
oss-NLP-Tasks

8. Conclusion
In this paper we studied the effects of annotator gender
on four NLP benchmarks and developed a robust eval-
uation framework for studying annotator demographic
effects on datasets. Our results reveal that there are not
statistical differences in how male and female annota-
tors annotated the four benchmark datasets we studied.
However, we focused on a small number of datasets
and one demographic attribute (gender). We chose the
datasets included in our study in large part because they
were the ones that were available; most existing NLP
benchmarks have been collected without annotator de-
mographics.
We strongly advocate that the community should con-
sider collecting demographics of annotators as part of
the data annotation process. This data can be used to
perform analyses such as those presented in this paper
and to ensure that there is no large demographic imbal-
ance in the annotator pool, relative to the population,
as such an imbalance could lead to ineffective models
if the annotations differ based on demographics.
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