
Problem Definition:
Given a movie video and its subtitles, label each segment of the 
subtitles with the name of its corresponding speaker

Motivation:
•  Speaker naming is important for video understanding, indexing 
and summarization

• Existing methods are hard to generalize:
• Use supervised approaches, cannot work on new movies
• Rely on scripts/cast lists to get speaker names and labels
• Ignore text, use only vision and speech

Contributions:
• Propose a novel weakly supervised unified multimodal 

optimization framework for speaker naming
• Construct new speaker naming dataset of 18 movies and 6 

episodes of TV shows
• Achieve state-of-the-art performance on movieQA subtitles 

challenge

Introduction

University of Michigan                    {mazab,mzwang,mxsmith,kojimano,jiadeng,mihalcea}@umich.edu

Mahmoud Azab, Mingzhe Wang, Max Smith, Noriyuki Kojima, Jia Deng, Rada Mihalcea
Speaker Naming in Movies

® 

Framework Overview:

Subtitles	+	
speaker	names

A1:	Jones
A2:	Gordon
A3:	Alfred
A4:	Fox
A5:	Blake

Q:	Who	sees	Bruce and	
Selina together	in	Florence?"

Related	
characters

Softm
ax

Subtitles	
Embedding

Weights

FC

W2V

Conv

Speaker	+	
Mention	Mask

W
2V

W
eighted	Sum

O
utput

FC

W2V

Softmax

Prediction

∑

⨷

⨷

Framework & Model Experiments & Results

Data

•  Construct a new dataset consisting of:
• 24 videos (18 movies & 6 episodes of a TV show)
• 31,019 turns
• 21.99 hours of dialog
• 437 different character names

with each subtitle segment manually labeled with its corresponding 
speaker name

• Publicly available at: http://lit.eecs.umich.edu/downloads.html

Matrix representing 
assignment of 
names to subtitles

segments of subtitles). We use the segments in
which we know the speaker’s name and manually
obtain the ground truth gender label from IMDB.
We extract the signal energy, 20 Mel-frequency
cepstral coefficients (MFCCs) along with their
first and second derivatives, in addition to time-
and frequency-based absolute fundamental fre-
quency (f0) statistics as features to represent each
segment in the subtitles. The f0 statistics has been
found to improve the automatic gender detection
performance for short speech segments (Levitan
et al., 2016), which fits our case since the median
duration of the dialogue turns in our dataset is 2.6
seconds.

The MFCC features are extracted using a step
size of 16 msec over a 64 msec window using the
method from (Mathieu et al., 2010), while the f0
statistics are extracted using a step size of 25 msec
over a 50 msec window as the default configura-
tion in (Eyben et al., 2013). We then use these fea-
tures to train a logistic regression classifier using
the Scikit-learn library (Pedregosa et al., 2011).
The average accuracy of the gender classifier on
a 10-fold cross-validation is 0.8867.

Given the results for the gender classification
of audio segments and character names, we define
the gender loss to penalize inconsistency between
the predicted gender and character names:

Lgender(f) =
X

(i,j)2Q1

Pga(xi)(1� Pgn(j))f
j(xi)

+
X

(i,j)2Q2

(1� Pga(xi))Pgn(j)f
j(xi)

(3)
where Pga(xi) is the probability for instance xi to
be a male, and Pgn(j) is the probability for name
j to be a male, and Q1 = {(i, j)|Pga(xi) <
0.5, Pgn(j) > 0.5}, Q2 = {(i, j)|Pga(xi) >
0.5, Pgn(j) < 0.5}.
Distribution Constraint. We automatically ana-
lyze the dialogue and extract the number of men-
tions of each character in the subtitles using Stan-
ford CoreNLP and string matching to capture
names that are missed by the named entity recog-
nizer. We then filter the resulting counts by remov-
ing third person mention references of each name
as we assume that this character does not appear
in the surrounding frames. We use the results to
estimate the distribution of the speaking charac-
ters and their importance in the movies. The main
goal of this step is to construct a prior probability
distribution for the speakers in each movie.

To encourage our predictions to be consistent
with the dialogue-based priors, we penalize the
square error between the distributions of predic-
tions and name mentions priors in the following
equation:

Ldis(f) =
KX

j=1

(
X

(f j(xi))� dj)
2 (4)

where dj is the ratio of name j mentions in all sub-
titles.
Final Framework. Combining the loss in Eqn. 1
and multiple losses with different constraints, we
obtain our unified optimization problem:

f⇤ = argmin
f

�1Linitial(f) + �2LMI(f)

+ �3Lneg(f) + �4Lgender(f) + �5Ldis(f)
(5)

All of the �s are hyper-parameters to be tuned
on development set. We also include the constraint
that predictions for different character names must
sum to 1. We solve this constrained optimization
problem with projected gradient descent (PGD).
Our optimization problem in Eqn. 5 is guaranteed
to be a convex optimization problem and therefore
projected gradient descent is guaranteed to stop
with global optima. PGD usually converges after
800 iterations.

6 Evaluation

We model our task as a classification problem, and
use the unified optimization framework described
earlier to assign a character name to each subtitle.

Since our dataset is highly unbalanced, with a
few main characters usually dominating the entire
dataset, we adopt the weighted F-score as our eval-
uation metric, instead of using an accuracy met-
ric or a micro-average F-score. This allows us to
take into account that most of the characters have
only a few spoken subtitle segments, while at the
same time placing emphasis on the main charac-
ters. This leads sometimes to an average weighted
F-score that is not between the average precision
and recall.

One aspect that is important to note is that char-
acters are often referred to using different names.
For example, in the movie “The Devil’s Advo-
cate,” the character Kevin Lomax is also referred
to as Kevin or Kev. In more complicated situ-
ations, characters may even have multiple iden-
tities, such as the character Saul Bloom in the
movie “Ocean’s Eleven,” who pretends to be an-
other character named Lyman Zerga. Since our

• Assign names based on first person 
reference (“I am Jack”)  

• Assign same name to speakers with 
similar facial, textual, acoustic features 

Negative constraint:
• 2nd and 3rd person ref.  
• s: I am flying, Jack.                   

→ s cannot be Jack.

Gender constraint:
• Voice and name 

genders must match

• More 1st and 2nd person reference 
→ more likely to speak more

• Main characters speak more

Multi-instance constraint: 
• 2nd person reference is some speaker in the 

conversation
s1: I think we can do it.  
s2: I don’t think so, Jack.

the difference between the quality of the iVectors
clusters on different noise-levels is clear.

Table 4 shows the effect of adding components
of our loss function to the initial loss Linit func-
tion. The performance of the model using only
Linit without the other parts is very low due to the
sparsity of first person references and errors that
the person reference classifier introduces.

Precision Recall F-score
Linitial 0.0631 0.1576 0.0775
Linitial + Lgender 0.1160 0.1845 0.1210
Linitial + Lnegative 0.0825 0.0746 0.0361
Linitial + Ldistribution 0.1050 0.1570 0.0608
Linitial + LMultipleInstance 0.3058 0.2941 0.2189

Table 4: Analysis of the effect of adding each com-
ponent of the loss function to the initial loss.

In order to analyze the effect of the errors that
several of the modules (e.g., gender and name ref-
erence classifiers) propagate into the system, we
also test our framework by replacing each one of
the components with its ground truth information.
As seen in Table 5, the results obtained in this
setting show significant improvement with the re-
placement of each component in our framework,
which suggests that additional work on these com-
ponents will have positive implications on the
overall system.

Precision Recall F-score
Our Model 0.3720 0.3108 0.2920
Voice Gender (VG) 0.4218 0.3449 0.3259
VG + Name Gender (NG) 0.4412 0.3790 0.3645
VG + NG + Name Ref 0.4403 0.3938 0.3748

Table 5: Comparison between our model while
replacing different components with their ground
truth information.

7 Speaker Naming for Movie

Understanding

Identifying speakers is a critical task for under-
standing the dialogue and storyline in movies.
MovieQA is a challenging dataset for movie un-
derstanding. The dataset consists of 14,944 mul-
tiple choice questions about 408 movies. Each
question has five answers and only one of them
is correct. The dataset is divided into three splits:
train, validation, and test according to the movie ti-
tles. Importantly, there are no overlapping movies
between the splits. Table 6 shows examples of the
question and answers in the MovieQA dataset.
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Figure 3: The diagram describing our Speaker-
based Convolutional Memory Network (SC-
MemN2N) model.

The MovieQA 2017 Challenge3 consists of six
different tasks according to the source of infor-
mation used to answer the questions. Given that
for many of the movies in the dataset the videos
are not completely available, we develop our ini-
tial system so that it only relies on the subtitles;
we thus participate in the challenge subtitles task,
which includes the dialogue (without the speaker
information) as the only source of information to
answer questions.

To demonstrate the effectiveness of our speaker
naming approach, we design a model based
on an end-to-end memory network (Sukhbaatar
et al., 2015), namely Speaker-based Convolu-
tional Memory Network (SC-MemN2N), which
relies on the MovieQA dataset, and integrates the
speaker naming approach as a component in the
network. Specifically, we use our speaker nam-
ing framework to infer the name of the speaker
for each segment of the subtitles, and prepend the
predicted speaker name to each turn in the subti-
tles.4 To represent the movie subtitles, we repre-
sent each turn in the subtitles as the mean-pooling
of a 300-dimension pretrained word2vec (Mikolov
et al., 2013) representation of each word in the
sentence. We similarly represent the input ques-
tions and their corresponding answers. Given a
question, we use the SC-MemN2N memory to find
an answer. For questions asking about specific
characters, we keep the memory slots that have the
characters in question as speakers or mentioned in,
and mask out the rest of the memory slots. Figure

3http://movieqa.cs.toronto.edu/workshops/iccv2017/
4We strictly follow the challenge rules, and only use text

to infer the speaker names.

Precision Recall F-score
B1: MFMC 0.0910 0.2749 0.1351
B2: DRA 0.2256 0.1819 0.1861
B3: Gender-based DRA 0.2876 0.2349 0.2317
Our Model (Skip-thoughts)* 0.3468 0.2869 0.2680
Our Model (TF-IDF)* 0.3579 0.2933 0.2805
Our Model (iVectors) 0.2151 0.2347 0.1786
Our Model (Visual)* 0.3348 0.2659 0.2555
Our Model (Visual+iVectors)* 0.3371 0.2720 0.2617
Our Model (TF-IDF+iVectors)* 0.3549 0.2835 0.2643
Our Model (TF-IDF+Visual)* 0.3385 0.2975 0.2821
Our Model (all)* 0.3720 0.3108 0.2920

Table 3: Comparison between the average of
macro-weighted average of precision, recall and f-
score of the baselines and our model. * means sta-
tistically significant (t-test p-value < 0.05) when
compared to baseline B3.

goal is to assign names to speakers, and not nec-
essarily solve this coreference problem, we con-
sider the assignment of the subtitle segments to
any of the speaker’s aliases to be correct. Thus,
during the evaluation, we map all the characters’
aliases from our model’s output to the names in
the ground truth annotations. Our mapping does
not include other referent nouns such as “Dad,”
“Buddy,” etc.; if a segment gets assigned to any
such terms, it is considered a misprediction.

We compare our model against three baselines:
B1: Most-frequently mentioned character con-
sists of selecting the most frequently mentioned
character in the dialogue as the speaker for all the
subtitles. Even though it is a simple baseline, it
achieves an accuracy of 27.1%, since the leading
characters tend to speak the most in the movies.
B2: Distribution-driven random assignment

consists of randomly assigning character names
according to a distribution that reflects their frac-
tion of mentions in all the subtitles.
B3: Gender-based distribution-driven random

assignment consists of selecting the speaker
names based on the voice-based gender detec-
tion classifier. This baseline randomly selects the
character name that matches the speaker’s gender
according to the distribution of mentions of the
names in the matching gender category.

The results obtained with our proposed unified
optimization framework and the three baselines
are shown in Table 3. We also report the perfor-
mance of the optimization framework using dif-
ferent combinations of the three modalities. The
model that uses all three modalities achieves the
best results, and outperforms the strongest base-
line (B3) by more than 6% absolute in average

(a) The Big Bang Theory

(b) Titanic

Figure 2: For each speech segment, we applied t-
SNE (Van Der Maaten, 2014) on their correspond-
ing iVectors. The points with the same color rep-
resent instances with the same character name.

weighted F-score. It also significantly outper-
forms the usage of the visual and acoustic fea-
tures combined, which have been frequently used
together in previous work, suggesting the impor-
tance of textual features in this setting.

The ineffectiveness of the iVectors might be a
result of the background noise and music, which
are difficult to remove from the speech signal. Fig-
ure 2 shows the t-Distributed Stochastic Neigh-
bor Embedding (t-SNE) (Van Der Maaten, 2014),
which is a nonlinear dimensionality reduction
technique that models points in such a way that
similar vectors are modeled by nearby points and
dissimilar objects are modeled by distant points,
visualization of the iVectors over the whole BBT
show and the movie “Titanic.” In the BBT there
is almost no musical background or background
noise, while, Titanic has musical background in
addition to the background noise such as the
screams of the drowning people. From the graph,

Movie Question Answers

Fargo What did Mike’s wife, as he
says, die from?

A1: She was killed A2: Breast cancer

A3: Leukemia A4: Heart disease
A5: Complications due to child birth

Titanic What does Rose ask Jack to do
in her room?

A1: Sketch her in her best dress A2: Sketch her nude
A3: Take a picture of her nude A4: Paint her nude

A5: Take a picture of her in her best dress

Table 6: Example of questions and answers from the MQA benchmark. The answers in bold are the
correct answers to their corresponding question.

3 shows the architecture of our model.
Table 7 includes the results of our system on

the validation and test sets, along with the best
systems introduced in previous work, showing
that our SC-MemN2N achieves the best perfor-
mance. Furthermore, to measure the effectiveness
of adding the speaker names and masking, we test
our model after removing the names from the net-
work (C-MemN2N). As seen from the results, the
gain of SC-MemN2N is statistically significant5

compared to a version of the system that does not
include the speaker names (C-MemN2N). Figure
4 shows the performance of both C-MemN2N and
SC-MemN2N models by question type. The re-
sults suggest that our speaker naming helps the
model better distinguish between characters, and
that prepending the speaker names to the subti-
tle segments improves the ability of the memory
network to correctly identify the supporting facts
from the story that answers a given question.

Method Subtitles
val test

SSCB-W2V (Tapaswi et al., 2016) 24.8 23.7
SSCB-TF-IDF (Tapaswi et al., 2016) 27.6 26.5
SSCB Fusion (Tapaswi et al., 2016) 27.7 -
MemN2N (Tapaswi et al., 2016) 38.0 36.9
Understanding visual regions - 37.4
RWMN (Na et al., 2017) 40.4 38.5
C-MemN2N (w/o SN) 40.6 -
SC-MemN2N (Ours) 42.7 39.4

Table 7: Performance comparison for the subti-
tles task on the MovieQA 2017 Challenge on both
validation and test sets. We compare our models
with the best existing models (from the challenge
leaderboard).

8 Conclusion

In this paper, we proposed a unified optimiza-
tion framework for the task of speaker naming

5Using a t-test p-value<0.05 with 1,000 folds each con-
taining 20 samples.

Figure 4: Accuracy comparison according to ques-
tion type.

in movies. We addressed this task under a dif-
ficult setup, without a cast-list, without supervi-
sion from a script, and dealing with the com-
plicated conditions of real movies. Our model
includes textual, visual, and acoustic modalities,
and incorporates several grammatical and acous-
tic constraints. Empirical experiments on a movie
dataset demonstrated the effectiveness of our pro-
posed method with respect to several competitive
baselines. We also showed that an SC-MemN2N
model that leverages our speaker naming model
can achieve state-of-the-art results on the subtitles
task of the MovieQA 2017 Challenge.

The dataset annotated with character names
introduced in this paper is publicly avail-
able from http://lit.eecs.umich.edu/
downloads.html.
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Abstract

We propose a new model for speaker naming
in movies that leverages visual, textual, and
acoustic modalities in an unified optimization
framework. To evaluate the performance of
our model, we introduce a new dataset con-
sisting of six episodes of the Big Bang The-
ory TV show and eighteen full movies cover-
ing different genres. Our experiments show
that our multimodal model significantly out-
performs several competitive baselines on the
average weighted F-score metric. To demon-
strate the effectiveness of our framework, we
design an end-to-end memory network model
that leverages our speaker naming model and
achieves state-of-the-art results on the subtitles
task of the MovieQA 2017 Challenge.

1 Introduction

Identifying speakers and their names in movies,
and videos in general, is a primary task for many
video analysis problems, including automatic sub-
title labeling (Hu et al., 2015), content-based video
indexing and retrieval (Zhang et al., 2009), video
summarization (Tapaswi et al., 2014), and video
storyline understanding (Tapaswi et al., 2014). It
is a very challenging task, as the visual appearance
of the characters changes over the course of the
movie due to several factors such as scale, cloth-
ing, illumination, and so forth (Arandjelovic and
Zisserman, 2005; Everingham et al., 2006). The
annotation of movie data with speakers’ names
can be helpful in a number of applications, such as
movie question answering (Tapaswi et al., 2016),
automatic identification of character relationships
(Zhang et al., 2009), or automatic movie caption-
ing (Hu et al., 2015).

Most previous studies relied primarily on vi-
sual information (Arandjelovic and Zisserman,
2005; Everingham et al., 2006), and aimed for
the slightly different task of face track labeling;

01:02:00	-->	01:02:01
Jack,	must you go?

01:02:01	-->	01:02:04
Time	for	me	to	go	row
with other slaves.

01:02:07	-->	01:02:08
Good	night,	Rose.

Names:
Jack
Rose
……

Jack,	must	
you	go?
……

Good	night

Jack:	Hold	On! Rose:	I	trust	you.

Jack:	All	right!	
Open	your	eyes.
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Rose:I'm flying.	Jack.
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Joint	Optimization

Figure 1: Overview of our approach for speaker
naming.

speakers who did not appear in the video frame
were not assigned any names, which is common in
movies and TV shows. Other available sources of
information such as scripts were only used to ex-
tract cues about the speakers’ names to associate
the faces in the videos with their corresponding
character name (Everingham et al., 2006; Tapaswi
et al., 2015; Bäuml et al., 2013; Sivic et al., 2009);
however since scripts are not always available, the
applicability of these methods is somehow limited.

Other studies focused on the problem of speaker
recognition without naming, using the speech
modality as a single source of information. While
some of these studies attempted to incorporate
the visual modality, their goal was to cluster the
speech segments rather than name the speakers

Input Output
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